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Abstract

Face is the key component in understanding emotions
which play significant roles in many areas from security
and entertainment to psychology and education. In this pa-
per, we propose a method to detect facial action units in 3D
face data by combining novel geometric properties and a
new descriptor based on the Local Binary Pattern (LBP)
methodology. The proposed method enables person and
gender independent facial action unit detection. The de-
cision level fusion is used by employing the Random Forests
classifiers to combine geometric and LBP based features.
Unlike the previous methods which suffer from the diver-
sity among different persons and normalize features utiliz-
ing neutral faces, our method extracts features on a sin-
gle 3D face data. Besides, we show that orientation based
3D LBP descriptor can be implemented efficiently in terms
of size and time without degrading the performance. We
tested our method on the Bosphorus database and present
comparative results with the existing methods. Our results
outperform those of existing methods, achieving a mean re-
ceiver operating characteristic area under curve of 97.7%.

1. Introduction

Understanding emotions plays a significant role in social
communications and many professions such as psychother-
apy. Apart from these, there is a big demand in human-
computer interaction research to analyse or transfer emo-
tions to computer animated avatars and robots. Since emo-
tions are primarily shown in face, it is the key component
in understanding emotional expressions [6]. Therefore, fa-
cial expression analysis attracted many computer vision re-
searchers into the field for years.

The majority of the previous works have focused primar-
ily on the 2D data (images and videos) due to broad range
of use, being readily available and because of the compu-
tational limitations. We refer reader to the comprehensive
surveys in this area such as [16, 28] and [7].

This paper proposes a new set of geometric features and
a modified Local Binary Patterns approach applied on the
orientation of 3D face points for detecting 3D facial action
units (AUs). We propose to combine these descriptors in the
decision level by utilizing Random Forests classifiers [3].

1.1. Facial Action Coding Systems (FACS)

Most automatic expression analysis systems focus on
recognizing a small set of emotional expressions, such
as happiness, anger, surprise, disgust, sadness and fear
[21, 27]. However, the frequency of occurring such proto-
typic expressions in everyday life conditions are infrequent
relative to other facial expressions which are often com-
posed of few facial feature movements [27]. Ekman and
Friesen [5] proposed an anatomically based system for mea-
suring facial movements. They claim to describe all visually
distinguishable facial activity on the basis of 44 unique ac-
tion units. Some of the AUs are shown in Figure 4. The sys-
tem also allows coding the intensity of AUs on a five point
scale. Facial expressions may contain single AU or combi-
nations of several AUs. AUs can be considered as a basis
spanning the facial expressions space by proper combina-
tions. Therefore, automatic FACS AU recognition is better
suited to analyse facial expressions rather than recognizing
basic six emotions. However, due to subtle differences be-
tween certain AUs, automatic FACS AU detection problem
is relatively difficult.

1.2. 3D Facial Action Unit Detection

Acquiring, processing and storing the 3D media in-
creased rapidly during the last decade. 3D face recognition
research also started to make use of these improvements;
however, deeper understanding of 3D information for 3D
facial expression recognition is still demanding. A recent
survey [21] discusses available 3D facial expression recog-
nition systems in detail. Existing approaches can be clas-
sified into two categories: feature-based and model-based.
Majority of the methods for 3D facial expression recogni-
tion employs feature-based approaches [14, 19, 20, 22, 24,



26]. Distance based features are the most popular meth-
ods among feature-based methods [21]. Soyel and Demirel
[24] employ six distances relying on the facial landmarks
normalized with the width of the face. Similarly, Li et al.
[14] use six distances normalized with the distance between
eyes’ inner points. Since faces of different people have dif-
ferent sizes and proportions, certain people may have sim-
ilar head width and also similar eye separation but they
may own different proportions in other facial parts (nose,
mouth, etc.). Therefore, each facial feature should be nor-
malized by its neutral state. This idea is employed in [26] by
normalizing 96 distance based features with corresponding
neutral states. Also, Srivasta and Roy [25] emphasize the
drawbacks of employing absolute distances and instead uti-
lize displacements between the positions of the facial points
in neutral face and expression face. These distance based
methods either suffer from the diversity among the faces
of different people or require neutral faces which are not
always available. In this study, instead of normalizing dis-
tances we propose using the ratios of distances and areas
on a single 3D face data without needing neutral faces. We
employ these features as geometrical features to recognize
FACS AUs.

Most of the previous works employing static 3D fa-
cial expression data attempted to recognize six prototyp-
ing emotions instead of AUs [21]. This is mainly due to
the structure of the available 3D facial expression datasets.
There are few databases containing annotated FACS AUs
such as Bosphorus database [22]. Savran et al. [22] utilized
Bosphorus database to detect facial action units by map-
ping 3D facial surface geometry onto 2D. The 2D AU detec-
tion method with feature extraction and classification steps
is then followed. Sandbach et al. [20] extended the LBP
methodology to 3D face data by utilizing surface orienta-
tion information to detect AUs which is the closest work
to our study. They later applied the traditional LBP op-
erator to 2D representations of 3D face data [19]. In this
study, we propose using Center Symmetric Local Binary
Patterns (CS-LBP) [9] with the 3D surface orientation in-
formation. Compared to [20] our method produces shorter
features leading to efficient computations and evaluations
without degrading the performance.

The paper is organized as follows. Next section intro-
duces the CS-3DLBP descriptor. Geometric facial features
are then presented in the following section. Section 4 gives
a brief summary of the Random Forests classifier. The com-
parative evaluation of our method with the state-of-the art
methods employing Bosphorus database is given in the re-
sults section.

2. CS-3DLBP

The well-known local binary descriptor “Local Binary
Patterns™ [15, 18] is shown to be quite successful in many

Figure 1. Construction of the orientation based CS-3DLBP opera-
tor on a surface defined on a regular grid.

computer vision problems particularly in face analysis re-
search [1, 29]. Based on the LBP operator, Center Sym-
metric Local Binary Patterns (CS-LBP) [9] were developed
for region description. CS-LBP produces smaller number of
LBP labels thus results shorter histograms which are better
suited for region description. Inspired from the CS-LBP, we
propose a 3D local binary descriptor, namely Center Sym-
metric 3D Local Binary Descriptor (CS-3DLBP) which re-
lies on the surface orientation information for facial action
unit detection.

In literature, there are two main approaches for comput-
ing the surface normals. The classical method [11] esti-
mates normal vector of a point by computing the tangent
plane using k nearest neighbours. The least squares solution
is utilized to obtain the plane parameters. In the second ap-
proach, polygon mesh structure is employed for estimating
the orientation of a point (vertex). Orientations of the faces,
which are incident to the vertex in question, are averaged to
evaluate the normals [8]. A detailed survey on surface nor-
mal estimation methods can be found in [12]. In this study
we utilize the triangular mesh structure of the face data and
employ the latter method to obtain surface orientation.

In the original CS-LBP [9] method, which is an efficient
region based image descriptor, intensity values of opposing
pixels are compared and the differences are thresholded. In
our case, where range image pixels correspond to 3D points,
we compare the orientations, in terms of angle, between the
opposing points to produce labels. The CS-3DLBP algo-
rithm is illustrated in Figure 1. Initially, depth data are fil-
tered for noise removal then normal vectors are estimated
as explained previously. Angles between the normal vectors
of opposing points are obtained by inner products (Equation
3). Similar to CS-LBP, our CS-3DLBP is defined as :
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where 71; = (Nz, iy, n42) and 77,4 /o correspond to the
surface normals at point pairs p; and p; | n/o which are N
equally spaced pixels on a circle of radius R centred at point
Pe = (Pews Pey, Pe=)- The threshold function s(.) compares
the angles between normal vectors of opposing points with
a threshold 6;. Since surface normals are unit vectors Equa-
tion 3 reduces to the numerator. Since the number of com-
parisons is halved compared to the LBP operator [20], CS-
3DLBP produces N/2-bit binary number resulting in 2V /2
distinct values for the binary pattern.
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Figure 2. Construction of the CS-3DLBP descriptor.

To obtain the CS-3DLBP descriptor of a 3D face data,
CS-3DLBP operator is applied to each surface point and the
mapping utilizing these values is obtained. Figure 3d shows
the CS-3DLBP mapped image of a 3D face data shown in
Figure 3c. This mapping is then employed in constructing
the CS-3DLBP descriptor employing a Cartesian grid. CS-
3DLBP histograms are built on 5x 5 grid (25 cells) and then
concatenated into a single feature vector as shown in Figure
2.

3. Person Independent Geometric Features

Distance based features are the most popular methods
for 3D facial expression recognition [21]. However these
methods suffer from the diversity among different persons
and among different ages (e.g. children vs. adult). To over-
come this challenge, neutral faces are employed to specify
the motion of feature points [14, 25] or to normalize [26]
the features. However, neutral faces may not be available at
all time. In this study, instead of using distances directly or
normalizing these distances using neutral faces we propose
using ratios of these distances and areas, and also angles
defined on a single 3D face data. We believe that there is a
harmony in every person’s face even if it has different size
or shape than others. Therefore, in this study we tried to
formulate the rules of this harmony for 3D expression face
data.

A sample image from the Bosphorus database [22] and

Figure 3. a) A sample 2D intensity data from Bosphorus database.
Facial landmarks provided by the database (0-21) and points
marked in this study (22-25) are shown with red and blue circles.
b) Raw 3D data. c) Filtered 3D data and d) CS-3DLBP mapped
image.

facial landmarks provided by the database (except eyelids)
is shown in Figure 3a. Corresponding raw 3D model and its
filtered output are shown in Figure 3b and 3c respectively.
We propose using 24 features depending on the ratios of
distances and areas, and the angles to detect facial action
units. First seven of these features are presented in Figure
4. At the top of Figure 4, features are shown on a sam-
ple 3D face. The distance between two facial landmarks
is denoted by d, areas of polygonal regions are shaded and
denoted by A, and angles are denoted by «. Each feature
is also associated with two samples from the database re-
flecting the significance of it. These samples and their AU
names are shown just below the features. For example, first
feature f, is the ratio of distance d; (left eye outer corner
to mouth left corner) to the distance d (right eye outer cor-
ner to mouth right corner). This ratio almost remains same
for every person for the same expression. While it is a per-
son independent feature, it is also a discriminative one espe-
cially for two specific lower face action units 12L and 12R.
Similarly, other features that we employ in this study also
exhibit discriminative person independent properties. Com-
plete list of geometric features are listed in Table 1. In the
table, features f/s are listed in the first column and asso-
ciated formula is given in the second column. Facial land-
marks, p; = (4, i, %) € R3, are denoted by letter p and
landmark indexes i’s are consistent with the Figure 3. Dis-
tances d.s, areas A’s, and angles o/s are calculated in R.
In the calculation of some features such as fg, mid points
pis of a line segment p;p; defined by points p; and p; are
utilized. Triangular regions A(p;p;py) are formed by lo-
cating three landmark points p;, p;, and py, as the corners of
the triangles. Several regions and their corresponding areas
are utilized as features. Angular features are calculated by
employing vector inner products. Vectors sz; 's are formed
using two facial landmarks in which the vectors are pointing
to p;s by convention. For obtaining the ratio based geomet-
ric (RbG) descriptor, all 24 features are concatenated into a
single vector.
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Figure 4. First seven person independent geometric features proposed in this study. First row demonstrates the construction of features.
Associated equations are given underneath. Images shown in the last two rows are significant examples of the corresponding features with
marked facial points used in computing features. 2D intensity images are shown for visibility reasons.

fs  di=|lpro—p11lls de = |lp2 — p3ll; f = d1/d2

fo  pi = (P16 + p20) X 0.5; f = £(p15pt, P17pt)

fio Pt = (P16 + p20) x 0.5; line; = p15p17
f = distance(py, line;)

fir di=|lp2—prllsde = |lpr —p7lls f = di/do

fiz f = £(p1p3, pspi)

f1s  liney = pispir; d1 = distance(pig, liney)
dy = distance(pag, liney); f = dq/da

fia  di = |lp1s — p2oll; d2 = |lp1s — poall; f =di/da

fis = 4(}?201?1571721]915)

fie  line; = P12pia; liney = Dispir

dy = distance(p1s, line;); dy = distance(ps, liney)

f = dl/d2

fir  di = ||p22 — paslls d2 = |lps — p7ll; f = da/do

fis  di = |lps — prll s d2 = ||p1s — pazlls f = di/do

fio  di = |lpis — p1oll s d2 = ||p15s — pa7lls f = di/d2

fao  pe = (P15 +p17) X 0.5;d1 = ||p1s — pelfs
dy = ||p2o — pills f = di/d2

for  di=|lp1 —pallsde = |lp1 —pell; f =di/do

fo2 = £(p22D7,D23D7)

fos  di = ||p1 — paz2lls do = ||p1 — pasll; f = di/d>

Joa A1 = area{N(paopspr)}; A2 = area{A(pipepr)}
f=A4A1/A

Table 1. Person Independent Geometric Features

4. Random Forests Classifier

Random Forests(RF) is an ensemble of tree predictors
introduced by Ho [10] in 1995 and later studied in depth

by Breiman [3] in 2001. It is shown to be a fast and ef-
fective classification and regression method for many ap-
plications [13, 2, 23]. Each tree in the forest consists of
split and leaf nodes. Features at each node are selected ran-
domly and nodes are split into two (binary partitioning) by
calculating the best split based on these randomly selected
features. Best split is evaluated by maximizing the infor-
mation gain of the split. Leaf nodes are created when the
maximum tree depth is reached or the number of training
samples at the node is less than the predefined threshold.
During the training each leaf node may store the empirical
class distributions associated to the subset of training data
that has reached that leaf node [4]. During the test time, the
query is sent down starting from the root node to the leaves
through all trees in the forest. Finally, an ensemble class
posterior is obtained by averaging all tree posteriors. De-
tailed information on decision forests can be found in [4].
The reason why we utilize RF classifiers instead of popu-
lar Support Vector Machines (SVM) classifiers is two fold.
Firstly, we take the advantage of probabilistic outputs of
RF models. Different classifiers having probabilistic out-
puts can easily be combined in the decision level to obtain a
unified classifier. Secondly, the implicit feature selection in
the RF model eliminates the need for another preprocessing
step such as boosting which is employed in many previous
studies [19, 20, 22]. We employ RF classifier as a detector
(2 class problem). For each AU we evaluate CS-3DLBP de-
scriptor and RbG descriptor separately and obtain two dif-
ferent class posterior probabilities which are used to decide



the presence or absence of AUs with a threshold probability
of psp, = 0.5. Our combined descriptor (CS-3DLBP+RbG)
is evaluated similarly by taking the mean value of the pos-
teriors.

S. Experiments and Results

We tested our 3D AU detection methods on the Bospho-
rus database [22]. The database contains 105 subjects ex-
pressing up to 24 facial AUs resulting a total of 4666 face
scans. The database also contains neutral faces, six proto-
typic emotions, occlusions, fixed rotations and correspond-
ing intensity images. Some examples of facial action units
are shown in Figure 4. Initially, 3D face data are nor-
malized and depth maps are down-sampled to 75 x 100
(width x height) images. Then a Gaussian filter is applied
after a median filter to smooth the data (Figure 3c), because
raw 3D data contains spikes and noise. Afterwards, mesh
structure is obtained from the regularized point cloud rep-
resentation in order to estimate the surface orientation as
explained in Section 2.

The CS-3DLBP operator introduced in Section 2 has
three parameters: radius R, number of neighbouring pix-
els IV, and threshold on the angle difference of normals 6,.
The values 1 for R, 8 for N and 10 for 6§, are empirically
found to yield good results. We used 16 bins to produce
the CS-3DLBP feature descriptors for each equally sized
grids obtained by dividing the image into 5 X 5 square re-
gions. For computing some of our geometric features we
manually marked eyelids ps2, p23, P24, and pes on the 2D
database images since these eyelid landmarks don’t come
along with the database. Although 24 landmarks are pro-
vided in the database we employ a small number of facial
landmarks usually around 3 or 4 points. Some features can
also be calculated by examining only one side of faces such
as f4 and fg. In this study we select the left side whenever
it is available. For the Random Forests classifiers we limit
tree depths to 5 and select the minimum number of sam-
ples at each node to be v/1 where [ is the length of feature
vectors. We used 2000 trees in RF model for training the
detectors.

We compare our method with the two state-of-the-art
methods [20] and [19]. Therefore, for evaluating our pro-
posal we use the same experimental procedure in which
cross-validation is used with 10 folds. In order to obtain
person independent evaluation, subject based partitioning is
employed. Subjects are randomly assigned to folds for ob-
taining balanced sets, since subjects in the database are per-
forming different number of AUs. Detection performances
are presented with the ROC area under curve (AuC) mea-
sure in Table 2 in a comparative manner. Detection re-
sults of our CS-3DLBP descriptor is given in the first col-
umn with an average AuC of 95.7%. Compared to [20]
we can conclude that orientation based 3D LBP descrip-

Method
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g AU 934 936 965 964 957
g AL 975 965 983 97.9 99.0
5 AU4 952 90.0 949 96.1 97.9
& AU43 952 993 997 992 99.9
2 AU44 911 903 936 888 95.7
AU9 977 930 984 968 98.6
AUI0 985 918 98.1 969 97.6
AUI2 964 974 981 964 96.7
AUI2L 987 989 998 989 982
AUI2R 973 99.0 994 994 983
AUI4 975 954 975 929 0957
AUI5S 928 947 96.6 902 92.7

g AUI6 939 928 956 935 967
£ AUI7 947 988 986 955 969
5 AUIS 964 937 989 962 982
E AU20 929 981 958 929 95.1

AU22 984 96.7 989 98.0 99.6
AU23 955 922 983 90.8 964
AU24 93.1 961 952 89.1 928
AU25 912 96.1 968 925 954
AU26 93.1 950 964 934 96.6
AU27 98.9 979 997 979 99.7
AU28 98.5 98.7 995 97.7 99.1
AU34 98.0 988 994 97.0 993
Average 957 956 97.7 952 972

Table 2. ROC AuC (%) comparison.

tors can be implemented with shorter and faster way by uti-
lizing CS-3DLBP descriptor without degrading the perfor-
mance even with slight performance improvement. Similar
to CS-3DLBP, our RbG descriptor has an average AuC of
95.6%. The reconstruction of RbG descriptor is simple, fast
and doesn’t rely too much on the performance of prepro-
cessing steps. Besides the simplicity, its performance com-
pares with the the state-of-the-art methods. For some action
units such as AU20 and AU17, RbG descriptor comprises
more discriminative features of the corresponding facial ex-
pressions. While dependency of our RbG descriptor on the
facial landmarks seems to be a drawback of the method,
there exists number of studies such as [17] for automatic
landmark detection on the 3D face data. We combined our
CS-3DLBP and RbG descriptors by averaging their poste-
rior probabilities and achieved the highest detection perfor-
mance. On the average a 97.7% AuC value is achieved
which is slightly higher than the results of the best method
reported in [19]. Particularly, our method is better in detect-
ing lower facial action units and shows comparable perfor-
mance for the upper facial action units.



6. Conclusions

In this study we showed that orientation based LBP de-
scriptors can be computed efficiently by employing the CS-
LBP strategy for 3D facial AU detection without degrad-
ing the performance. We also showed through experimen-
tation that person independent geometric properties can be
utilized for detecting 3D facial AUs without needing the
neutral examples. We formulate the rules of geometric rela-
tions for AUs on a single expression face. This formulation
achieves a considerably high AU detection rates for 3D face
data and opens a promising direction for 2D facial action
unit research. The quantitative results suggest that the com-
bined method improves the overall detection performance.
and achieves higher average ROC AuC for the Bosphorus
database than the existing methods. However, we believe
that there is a need for richer 3D face databases in terms of
size and racial variability for evaluating and comparing the
existing methods.
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